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ABSTRACT

Accurate urban land use/cover monitoring is an essential step towards a sustainable future. As a key part of the classification process, the characteristics of reference data can significantly affect classification accuracy and quality of produced maps. However, ideal reference data is not always readily available; users frequently have difficulty generating sufficient reference data for some classes given time, cost, data availability, expertise level, or other limitations. This study aims at dealing with this lack of sufficiently balanced reference data by presenting a modified hybrid one-class support vector data description (SVDD) model. The underlying hypothesis is that the lack of balanced reference data can be overcome through integration of partially extracted results and multi-temporal spectral information. The partially extracted results, defined as highly accurate classified pixels identified in previous algorithmic iterations, allow a gradual increase of the available training data. Furthermore, the method incorporates a voting system that integrates multi-temporal images using the SVDD algorithm. We applied this hybrid method to binary impervious classification of multi-temporal Landsat Thematic Mapper imagery from Central New York with imbalanced reference data. The proposed hybrid one-class SVDD model achieved a 5–6% improvement in overall accuracy and 0.05–0.09 in kappa than the typical one-class SVDD benchmark. While the method was tested on a single site (albeit with an unusually high reference dataset size of >870,000 pixels) we feel confident to suggest implementation of our methodology in other sites over the traditional method. This is because our approach automatically reverts to the traditional method when voting is inconsistent or there is a limited number of highly accurately classified pixels to assist future iterations. Future work could explore the quantity and temporal specificity (e.g. benefits of specific months) of the multi-temporal image selection and/or test other one-class classifiers.

1. Introduction

More than half of the world’s population currently lives in cities (Madlener and Sunak 2011) and over the next several decades, urbanization will continue to accelerate to
match population growth. The United Nations anticipates that by 2050 the proportion of people living in the urban environment will rise to 70% (United Nations 2008). The expansion of urban areas substantially changes surrounding land cover, particularly from pervious to impervious cover types. This can create significant problems including the loss of arable land, degradation of air quality, an increase of waste, and pollution of water in the urban environment. The spatial extent of impervious surface provides an important indicator of urbanization. Thus, accurate estimation of the distribution of impervious surface contributes to a wide range of ecosystem studies, such as hydrology, land use planning, and resource management (Schueler 1994; Luo and Mountrakis 2010; Weng 2012).

Compared to datasets derived from sources such as ground surveys, remotely sensed imagery is widely used in impervious surface extraction because of advantages such as cost efficiency and elimination of problems such as accessibility. Researchers have developed a wide range of classification models in order to accurately estimate the distribution of imperviousness. Regression models have been used to explore the relationship between impervious surfaces and other land cover types using remotely sensed data (Ridd 1995; Bauer, Loeffelholz, and Wilson 2005; Yang 2006; Jin and Mountrakis 2013). Spectral mixture analysis models have also been created to classify impervious surface (Roberts et al. 1998; Wu and Murray 2003; Braun and Herold 2004; Powell et al. 2007; Van de Voorde, De Roeck, and Caners 2009). A range of machine learning algorithms has been applied including decision tree models (Smith 2000; Herold, Koeln, and Cunningham 2003; Yang et al. 2003; Dougherty et al. 2004; Crane, Xian, and McMahon 2005), neural networks (Civco and Hurd 1997; Flanagan and Civco 2001; Iyer and Mohan 2002; Lee and Lathrop 2006), and Support Vector Machines (SVMs) (Mountrakis, Im, and Ogole 2011). Researchers have also applied contextual classification models that take into account labelling of neighbours to determine the most appropriate pixel class (Richards and Jia 2006; Luo and Mountrakis 2011; Mountrakis and Luo 2011).

Although existing methods were shown to be effective in a variety of different situations, supervised classification methods share a common premise: the generation of reference data is an essential step. However, generating reference data can be tedious since it typically involves substantial human input. Additionally, the generation of reference data often depends on photo interpretation or field assessment of points selected randomly. Ensuring adequate coverage of rare classes when an area has a disproportionately large area of a certain class, can be resource intensive as scattered high resolution imagery or field data would need to be collected and interpreted. With a random selection strategy in a highly imbalanced dataset, the selection of a higher proportion type is more probable than a lower proportion type. These challenges can lead to imbalanced reference data, which can directly impact classification quality (Foody et al. 2006; Muñoz-Marí et al. 2010).

One method employed to solve the reference data imbalance problem is using a data domain description algorithm, which is also called a one-class classifier. This approach works for binary classification problems where one class is sampled extensively, while the other class is severely undersampled (Tax and Duin 1999). The focus of domain description is to describe a set of objects, rather than distinguish between classes as in classification. This description should cover the class of objects represented by the
training set, and ideally should reject all other possible objects in the feature space. Although the data domain description is frequently used for detecting objects that differ significantly from the rest of the dataset, it is also a good method for one-class classification (Tax and Duin 1999).

There are several existing methods that use the data domain description concept. When the outlying patterns are assumed to follow a statistical distribution, this distribution can be estimated (Ritter and Gallegos 1997). Tarassenko, Hayton, and Brady (1995) used Parzen density estimation and a Gaussian mixture model to identify anomalies outside the normal class. Based on the support vector idea developed by Vapnik (1979), Schölkopf, Burges, and Smola (1999) also used a hyperplane to separate target objects from the origin with maximal margin. The SVM method has proved useful in document classification, texture segmentation, image classification, and ecological modelling (Tax and Duin 2002; Guo, Kelly, and Graham 2005). However, this method also suffers drawbacks such as the sensitivity of the outcome to parameters that are difficult to tune (Manevitz and Yousef 2002; Muñoz-Marí et al. 2010).

Tax and Duin (1999) presented the SVM-inspired support vector data description (SVDD). SVDD obtains a spherically shaped boundary around a dataset and is analogous to the support vector classifier. The use of kernel functions makes this algorithm more flexible in depicting the boundary between classes and robust against outliers in the training set. In addition, the hypersphere used by SVDD can be further refined or tightened by using negative examples. Compared to other one-class classification methods, numerous tests have demonstrated a series of advantages for SVDD including smaller sample size requirements, and the ability to deal with sparse or complex datasets, especially when outlier information is used (Tax and Duin 1999; Muñoz-Marí et al. 2007; Sanchez-Hernandez, Boyd, and Foody 2007; Gurram, Kwon, and Han 2012; Khazai et al. 2012). The SVDD method has also been shown to be effective in terms of accuracy and robustness to high-dimensional problems when applied to different application domains, including facial expression analysis (Seo and Ko 2004; Zeng et al. 2006), speaker recognition (Dong, Wu, and H. Wang 2001), gene expression data clustering (Ji et al. 2008), image retrieval (Lai et al. 2004; Yu, DeMenthon, and Doermann 2008), remote-sensing image classification (Banerjee, Burlina, and Diehl 2006; Muñoz-Marí et al. 2007; Li, Song, and Xu 2011a; Li, Guo, and Elkan 2011b; Sakla et al. 2011), and hyperspectral image anomaly detection (Banerjee, Burlina, and Meth 2007).

Many studies in the remote-sensing field (e.g. Ji and Jensen 1999; Shackelford and Davis 2003; Lu and Weng 2006; Elmore and Guinn 2010; Lu, Moran, and Hetrick 2011a; Lu et al. 2011b) have demonstrated the feasibility of using multispectral satellite data to map impervious surface area in urban environments. Within these studies, a common source of image data are the Landsat missions for studies in North America. These satellites now provide multispectral information with near-global availability, with archives of some regions going back to 1972. Landsat data is commonly used for detection, quantification, and mapping of imperviousness patterns because of its repetitive data acquisition, wide availability, and accurate georeferencing procedures. Additionally, Landsat has relatively fine spatial resolution (30 m pixel size) compared to other free multispectral data sources such as the Moderate Resolution Imaging Spectroradiometer. In the USA, there are also many
state and federal orthophotography programmes with much higher spatial resolution than Landsat, but they lack Landsat’s spectral richness and global coverage. Furthermore, multi-temporal Landsat data has proved to be more effective in land use/land cover classifications compared to single-date analyses. Guerschman et al. (2003) explored the use of multi-temporal Landsat TM data for the classification of various land cover types in the southwestern portion of the Argentine Pampas and achieved better results compared to using single-date imagery. Bauer, Yuan, and Sawaya (2003) combined multi-temporal Landsat images for land cover classification of the metropolitan area in Twin Cities of Minnesota and found that the combination of early summer with mid to late summer images provided higher classification accuracy than any of the single image dates. Similarly, Zheng, Campbell, and De Beurs (2012) used multi-temporal Landsat imagery to perform crop classification and achieved better classification results by incorporating multi-temporal features.

From a methodological perspective, iterative classification methods are advantageous over traditional ones because they can incorporate additional features generated from partially classified results; they are also able to self-adjust or update reference data during the iterative process. Partial results often contain additional features that can potentially enhance the performance of classifiers. There are several iterative classification strategies designed to achieve this goal. Luo and Mountrakis (2010) developed a hybrid classification model that used intermediate inputs derived from partial classification results on an impervious surface classification task with Landsat Enhanced Thematic Mapper Plus (ETM+) imagery. Their work suggested an average accuracy improvement of 3.6% by using intermediate inputs, which proved to be statistically significant. Jia et al. (2014) designed an automated approach for land cover updating by integrating iterative sample selection for training; they achieved a satisfactory classification accuracy of 83.1%. They enhanced the model by incorporating multi-temporal remote-sensing data using an iterative training sample selection method and achieved an accuracy increase of 3–4% (Jia et al. 2015). Hedjam et al. (2016) developed an iterative classification strategy by using ensembles of various machine learning algorithms and achieved better result compared to traditional methods. Guccione, Mascolo, and Appice (2015) implemented two classifiers that worked iteratively and exploited each other’s decisions to improve the training phase resulting in an accuracy higher than basic classifiers such as SVMs.

It is frequently difficult to generate balanced and sufficient reference data for many classification problems considering resource constraints (Johnson, Tateishi, and Hoan 2013; Fernández, García, and Herrera 2011). This paper provides a potential solution to imbalanced reference data usage through the development of an iterative process that incorporates multi-temporal imagery. Our scientific hypothesis explores potential substitution of training data from one class with the inclusion of multi-temporal imagery and temporary initial results obtained from an iterative, hierarchical classification. We employ a multi-temporal SVDD approach that simultaneously takes advantage of the algorithmic benefits of the one-class SVDD method and the rich information embedded in the multi-temporal Landsat images.
2. Study area and data sets

A 35 km × 27 km region located in Central New York State, USA containing the city of Syracuse was selected to evaluate the proposed classification approach. The proportion of impervious to pervious cover within the study site is about 1:3. This area, shown in Figure 1, contains land cover classes of bare soil, forest, grass, water, and impervious surface. To minimize processing and analysis time, six square subregions (in green, each with 190 pixels × 190 pixels) were selected to provide representatives of dense, medium and low impervious regions in the study area. Calibration samples (training and optimization) were randomly and equally selected within these six subregions.

2.1. Landsat inputs

This study used all Landsat 5 images of the study site acquired in 2000 with cloud coverage less than 20%. This included six Thematic Mapper (TM) scenes acquired on 2 April, 25 April, 4 May, 21 June, 27 October, and 3 November in 2000 with path 15 and row 30. While the scenes were screened for minimal cloud coverage, if a cloud appeared on any of the six scenes those pixels were excluded from the entire classification process. Because the six images were taken within a seven month period, the land cover was assumed to remain unchanged and thus the same reference data could be used for classification of all images. The multidate approach provided additional information to reduce potential class confusion (Henits, Jürgens, and Mucsi 2016).

Six bands (blue, green, red, near infrared (IR), and two short wave IR) from each TM image were utilized to provide the spectral information for the classifications. In

Figure 1. Study site in Central New York State. Enlarged area (35 km × 27 km) on the right shows impervious cover in white (reference image) overlaid with six representative subregions (green rectangles).
addition, three indices were calculated – the normalized difference vegetation index (NDVI) (Carlson and Ripley 1997), the normalized difference soil index (NDSI) (Wolf 2012), and the normalized difference water index (NDWI) (Gao 1996) – using the following equations:

\[
\text{NDVI} = \frac{(R_{\text{NIR}} - R_{\text{RED}})}{(R_{\text{NIR}} + R_{\text{RED}})},
\]

\[
\text{NDSI} = \frac{(R_{\text{SWIR}} - R_{\text{NIR}})}{(R_{\text{SWIR}} + R_{\text{NIR}})},
\]

\[
\text{NDWI} = \frac{(R_{\text{RED}} - R_{\text{SWIR}})}{(R_{\text{RED}} + R_{\text{SWIR}})},
\]

where \( R_{\text{RED}} \) is the reflectance of the red band, \( R_{\text{NIR}} \) is the near IR band reflectance, and \( R_{\text{SWIR}} \) is the shortwave infrared band 5 (1.55–1.75 μm) reflectance of the TM imagery.

In addition to spectral content, texture information has long been found effective in the classification process (Haralick, Shanmugam, and Dinstein 1973). While there are many texture measures that can be incorporated in image classification, for this study, the spectral bands and indices were supplemented by the standard deviation of each index within a local 3 × 3 pixel window. The standard deviation was selected because it was a simple measure of texture that was straightforward to implement and has been shown to be useful in impervious surface extraction (Luo and Mountrakis 2012). To summarize, all classifications used the six spectral bands, three indices (NDVI, NDSI, NDWI), and three texture inputs derived from the standard deviation of each index within a 3 × 3 pixel window for a total of 12 inputs per image.

2.2. Reference data

Reference data came from previous work performed by Luo and Mountrakis (2010). Luo and Mountrakis (2010) generated reference data using three band (near IR, red, and green) 1999 and 2001 digital orthophotography with 0.61 m pixel size, as well as a Landsat ETM+ scene acquired on April 2001. The ETM+ image was overlaid on the photography and on-screen interpretation and digitization techniques were utilized to generate a binary reference dataset of the entire 35 km × 27 km area. The strategy applied by Luo and Mountrakis (2010) was that Landsat pixels that included any impervious pixel on the orthophotography were assigned to the imperviousness class; all other pixels were labelled as pervious. Each of the six TM images used in this study was registered to this reference dataset. Since the reference data are in a binary form, classification was conducted using a binary strategy.

Table 1 summarizes the size of the training and optimization datasets applied for calibrating the different scenarios in the study. In the SVDD and hybrid SVDD methods, only pervious pixels were used for training. The rationale to use pervious data as training is that this is the dominant cover type in our study site, thus pervious training data are easier to acquire (e.g. centre of agricultural parcels, vegetation patches, or water). The two-class SVM classification was trained used 300 samples from the impervious class and 300 samples from the pervious class. All models require both pervious and impervious...
data for model parameter optimization. We selected varying sample sizes (210, 120, and 60 pixels) for training to explore how imbalanced datasets affect the optimization and especially to what extent different levels of imbalance impact the result for each class. In all cases, validation used the full reference dataset developed by Luo and Mountrakis (2010), with pixels used for calibration removed.

### 3. Methods

#### 3.1. Benchmark and proposed classification algorithms

The objective of our work is to propose a hybrid method that increases the accuracy of the original one-class SVDD classification method that was developed to deal with imbalanced training data. The underlying classification method was based on SVMs, as a 15 year meta-analysis study found them to outperform other methods (Khatami, Mountrakis, and Stehman 2016). For direct accuracy assessment our proposed new hybrid SVDD method is compared to the traditional one-class SVDD (Tax and Duin 1999). For completeness, we also incorporate a two-class SVM (Vapnik 2000); however, our method should not be directly compared to that as the two-class SVM does not support imbalanced training data. Rather, the purpose of reporting the two-class SVM is to characterize the potential cost associated with imbalanced data.

##### 3.1.1. One-class SVDD

The one-class classification algorithm was first presented by Schölkopf, Burges, and Smola (1999) to deal with the problem of imbalanced training data for detecting abnormalities when the collection of training data for the abnormal state is expensive or impossible to acquire. The method was refined by Tax and Duin (1999) whose support vector data description algorithm obtains a spherical boundary around the data in feature space, instead of the planar approach in SVM. The volume of the SVDD hypersphere is minimized to mitigate incorporation of outliers in the solution. During the minimization process, the algorithm creates a representational model of the training data. If newly encountered data are significantly different, they are labelled as being out of class. Tax and Duin (1999) recommend tightening the hypersphere by incorporating a kernel function. While there are several different choices of kernel functions, this study used the Gaussian RBF kernel. The RBF has only two free parameters, $s$ the kernel width and the penalty parameter $C$, to be tuned and is shown to yield tighter boundaries than

<table>
<thead>
<tr>
<th>Method</th>
<th>Class</th>
<th>Training pixel count</th>
<th>Optimization pixel count</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Scenario 1</td>
<td>Scenario 2</td>
</tr>
<tr>
<td>Two-class SVM</td>
<td>Impervious</td>
<td>300</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>Pervious</td>
<td>300</td>
<td>210</td>
</tr>
<tr>
<td>SVDD</td>
<td>Impervious</td>
<td>0</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>Pervious</td>
<td>300</td>
<td>210</td>
</tr>
<tr>
<td>Hybrid SVDD</td>
<td>Impervious</td>
<td>0</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>Pervious</td>
<td>300</td>
<td>210</td>
</tr>
</tbody>
</table>

Training data remains the same across all scenarios, while the size of the optimization datasets varies.
other kernel choices (Tax and Duin 1999; Shawe-Taylor and Cristianini 2004; Tax and Duin 2004; Muñoz-Mari et al. 2007). During training, a set of data are used to delineate the hypersphere. The portion of the training dataset used depends on the user’s selection of $C$ and $s$ (Chang and Lin 2011). For this study, the SVDD algorithm used to train the model was the one incorporated in the Libsvm MATLAB toolbox developed by Chang and Lin (2011). The one-class SVDD method provided a benchmark and was implemented using a multi-temporal image stack containing all bands and indices.

### 3.1.2. Proposed multi-temporal hybrid SVDD

The hybrid SVDD algorithm developed in this paper uses the SVDD model described in the prior section but extends its applicability to multi-temporal imagery through a voting process. A hierarchical classification is proposed (Mountrakis 2008; Mountrakis et al. 2009) to incorporate pixels that have higher classification confidence as training data for subsequent rounds of classification. In addition, intermediate statistics based on those initially classified pixels are calculated and added into the subsequent classifications (Luo and Mountrakis 2010, 2012).

The original training dataset contains six spectral bands, three spectral indices (NDVI, NDSI, and NDWI), and the standard deviation of these indices within a $3 \times 3$ pixels window. Three hundred pervious samples were used to separately train the one-class SVDD classifier for each image date. Parameter optimization took place by using a lower number of pervious and impervious training samples (discussed further in the following section).

The pervious/impervious binary results from the independent classification of each of the six dates were combined in a voting process (Figure 2). Pixels with complete agreement for either class were considered to be classified. Complete agreement was used to limit potential misclassifications, for example bare soil in the winter images spectrally mixing with the impervious class. These pixels (referred to as partial results)

![Flowchart of iterative classification.](image.png)
were included in the final classification, but also served a different purpose: they became additional training data for the next classification iteration of the remaining unclassified pixels. The partial results were added to the training data as a new training set that includes both pervious and impervious training data. Optimization data are regenerated by excluding pixels that have already been classified in the training data and including a resampling process to keep the pervious/impervious distribution equal. By using the partial results, two additional input variables were created for each image, namely the distances to the nearest complete agreement pixel for each of the two classes. It is possible to perform a two-class SVM using data from the two classes derived from the first round of classification. However, we continued to use the SVDD approach because prior work has found that a one-class algorithm performs as well as the two-class SVM when sufficient training information from both classes has been added and is more computationally efficient when dealing with large training datasets (Li and Manikopoulos 2004; Senf, Chen, and Zhang 2006; Wu and Ye 2009).

The user’s accuracy of the impervious surface from the classification of each image was multiplied by the voting score map to be an additional input variable and also applied to subsequent classifications. The voting and classification iterations continued until no additional pixels are classified. Any pixels that remained unclassified are then assigned to the class with the highest weighted sum vote based on the user’s accuracy from each of the six images. We used user’s accuracy rather than producer’s accuracy because thematic map users and land use policy makers care more about the user’s accuracy since it reveals the utility or accuracy of the final map product. In addition, our tests using optimization pixels indicated that creating weights based on user’s accuracy was advantageous over producer’s accuracy in the model in terms of accuracy. This suggests that the omission error (exclusion) by classifying the remaining pixels dominates over the commission error (inclusion), making the weights created from the user’s accuracy more useful.

3.1.3. Two-class SVM
SVMs are a supervised non-parametric statistical learning technique first presented by Vapnik (1979). By learning from a training dataset, the SVM method generates a set of labelled data instances and then seeks to find hyperplanes that separate the dataset into a discrete number of classes consistent with the training examples. This supervised classification method requires training data from each target class in order to classify the entire dataset. The simplest SVM is the two-class SVM that uses a binary classification process to assign samples into one of two possible classes. Mountrakis, Im, and Ogole (2011) provide a review of SVM implementations in remote sensing.

Before training begins for an SVM classification a kernel function type is selected. In order to map the input vectors into a very high-dimensional feature space and better separate the training data, Schölkopf and Smola (2002) recommend applying a radial basis function (RBF) kernel. During training two parameters are optimized: the penalty parameter, $C$, and the kernel width, $s$ (Schölkopf and Smola 2002). The penalty parameter provides a trade-off between the margin between classes and the number of target objects rejected (Lo and Wang 2012). For this study, we employed the Libsvm MATLAB toolbox (Chang and Lin 2011).
3.2. **Parameter optimization**

The two-class SVM and one-class SVDD algorithms with an RBF kernel require selection of two parameters: the penalty parameter and kernel width parameter. A grid search provides a good method to efficiently search for these parameters since it characterizes the searching range using two dimensions. The optimal values for the parameters occur at the intersection values on a two-dimensional grid (Hsu, Chang, and Lin 2003; Wang, Wu, and Zhang 2005). Reference data for both classes are required to perform the optimization.

3.2.1. **Selection of penalty parameter**

The penalty parameter $C$ generally serves the same function in both SVM and SVDD algorithms, namely it allows the user to determine the trade-off between training error, in terms of the number of outliers excluded in training data, and the margin of the hyperplane. If $C$ is too large, then the classification accuracy rate is very high in the training stage, but will be very low in the testing stage. If $C$ is too small, then the classification accuracy rate may be unsatisfactory, making the model inapplicable.

We applied the parameter selection method developed by Theissler and Dear (2013) with an initial search range of parameter $C$ set from $2^{-8}$ to $2^{8}$ using an exponential increment of 1. After using this first round of optimization to narrow the potential value for $C$, a finer increment of the exponent, 0.1, was used in a secondary search to find the best model. Since $C$ is a weight parameter, it can be any fractional or integral number above zero (Lin et al. 2008; Theissler and Dear 2013).

3.2.2. **Selection of kernel width**

The kernel width parameter $s$ has a stronger impact than $C$ on classification outcomes, because its value influences the outcome of partitioning in the feature space. In SVM, $s$ determines the complexity of the delineation of margins between classes. In SVDD, $s$ determines the margin of the hypersphere and the number of support vectors that are used to generate the hypersphere. However, in both cases, excessive values for $s$ lead to over-fitting, while a disproportionately small value can result in under-fitting (Lin et al. 2008; Theissler and Dear 2013). Because $s$ is the width of the kernel, it can be any positive real number.

In this study, the initial search range of parameter $s$ was set from $2^{-20}$ to $2^{20}$ using an increment of 1 on the exponent (Theissler and Dear 2013). As with the optimization for $C$, after the initial round of searching, a finer increment of the exponent, 0.1 was used to identify the best model. A grid search method is employed to identify the best combination of $C$ and $s$ in the iterations.

3.3. **Algorithmic calibration**

Calibration samples were randomly generated within the six subregions shown in Figure 1, which were selected as being representative of the entire study area. The number of samples was equally distributed among the six sites. The calibration dataset was separated in two different parts, one for training each algorithm and another for optimizing the parameters, in essence creating training and parameter optimization datasets. Accuracy was reported using a significantly expanded validation dataset, which is discussed in the next section.
3.4. **Accuracy assessment**

The reference dataset produced by Luo and Mountrakis (2010) provided the validation dataset, hence accuracy assessment was conducted using all cloud free pixels covering the entire 35 km × 27 km area, with calibration data excluded. Thus, the accuracy assessment for all three algorithms used 216,799 impervious and 660,869 pervious pixels. For the hybrid SVDD model a further accuracy assessment was incorporated to evaluate the accuracy of each intermediate classification based on the partially classified results. The accuracy assessment for the iteration steps was conducted based on the classified pixels with remaining unclassified pixels excluded from the accuracy calculation.

4. **Results**

The first section of the results presents the incremental and final classification results for the hybrid SVDD method. The second section compares the classification results of the SVDD benchmark method, the hybrid SVDD approach, and two-class SVM. In addition to evaluating the performance of the different classifiers, we also sought to understand the impact of the optimization sample size in the model performance using the aforementioned three scenarios.

4.1. **Iterative classification results of the hybrid SVDD model**

Tables 2–4 show the progress of the iterative classifications of the hybrid SVDD model for scenarios 1–3, respectively. These tables show the total number of classified pixels steadily increasing, while correspondingly, the overall accuracy (OA) and kappa decrease as more challenging pixels are classified with each iteration. When there is no additional increase in the number of classified pixels for an iteration, any remaining pixels are labelled. Prior to this final labelling, the proportion of classified pixels in scenarios 1, 2, and 3 showed significant variation with proportions of 75.32%, 64.24%, and 76.90%, respectively. Waske, Benediktsson, and Sveinsson (2009) found that overall accuracy and specific class accuracies were often compromised when imbalanced reference data are used. The different optimization scenarios presented in this study generally demonstrate good overall accuracy using the hybrid SVDD approach. However, the results do suggest that if the imbalance in the total

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Results from iterative hybrid SVDD classification for scenario 1 (210 testing points).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration</td>
<td>Impervious</td>
</tr>
<tr>
<td></td>
<td>Classified (%)</td>
</tr>
<tr>
<td>1</td>
<td>41.2</td>
</tr>
<tr>
<td>2</td>
<td>71.1</td>
</tr>
<tr>
<td>3</td>
<td>73.7</td>
</tr>
<tr>
<td>4</td>
<td>73.7</td>
</tr>
<tr>
<td>5</td>
<td>75.3</td>
</tr>
<tr>
<td>Final</td>
<td>100</td>
</tr>
<tr>
<td>No. of pixels</td>
<td>Total classified</td>
</tr>
<tr>
<td>Reference</td>
<td>216,799</td>
</tr>
</tbody>
</table>
The number of reference samples does not reflect the proportions of the two classes, for example, in scenario 1 and 3, the larger proportion class can dominate the smaller class, an issue that was also observed by Fernández, García, and Herrera (2011). When the remaining pixels were labelled in the last step the accuracy assessment of final classified maps showed less variation across the three scenarios. The producer's accuracy (PA) and user's accuracy (UA) generally decreased with each iteration, except for the PA of the pervious class, which was not impacted by the iterative classification. This suggests that the omission error is well controlled in the classification, which can be attributed to the training data coming from the pervious class.

### Table 3. Results from iterative hybrid SVDD classification in scenario 2 (120 testing points).

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Impervious</th>
<th>Pervious</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classified</td>
<td>PA (%)</td>
</tr>
<tr>
<td>1</td>
<td>44.3</td>
<td>91.5</td>
</tr>
<tr>
<td>2</td>
<td>63.2</td>
<td>89.1</td>
</tr>
<tr>
<td>3</td>
<td>64.0</td>
<td>87.8</td>
</tr>
<tr>
<td>4</td>
<td>64.2</td>
<td>87.8</td>
</tr>
<tr>
<td>5</td>
<td>64.2</td>
<td>87.8</td>
</tr>
<tr>
<td>Final</td>
<td>100</td>
<td>72.0</td>
</tr>
<tr>
<td>No. of pixels Total classified</td>
<td>220,941</td>
<td>656,727</td>
</tr>
<tr>
<td>Reference</td>
<td></td>
<td>216,799</td>
</tr>
</tbody>
</table>

### Table 4. Results from iterative hybrid SVDD classification in scenario 3 (60 testing points).

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Impervious</th>
<th>Pervious</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classified</td>
<td>PA (%)</td>
</tr>
<tr>
<td>1</td>
<td>43.8</td>
<td>91.0</td>
</tr>
<tr>
<td>2</td>
<td>69.3</td>
<td>81.1</td>
</tr>
<tr>
<td>3</td>
<td>76.9</td>
<td>69.6</td>
</tr>
<tr>
<td>4</td>
<td>76.9</td>
<td>69.6</td>
</tr>
<tr>
<td>Final</td>
<td>100</td>
<td>61.3</td>
</tr>
<tr>
<td>No. of pixels Total classified</td>
<td>177,041</td>
<td>700,627</td>
</tr>
<tr>
<td>Reference</td>
<td></td>
<td>216,799</td>
</tr>
</tbody>
</table>

4.2. **Comparing the proposed hybrid SVDD model with the SVDD benchmark and two-class SVM**

Table 5 contrasts the proposed hybrid SVDD with the existing SVDD method. The accuracy assessment used the validation dataset with 216,799 impervious pixels and 660,869 pervious pixels. The hybrid SVDD model outperforms the traditional one-class SVDD model by 5–6% in overall accuracy and 0.05–0.09 in kappa. As expected the two-class SVM considerably outperformed the one-class SVDD method. Performance slightly improves as the dataset size increases. The hybrid SVDD model also offers comparable accuracy to the two-class SVM, despite the imbalanced dataset in the hybrid SVDD model suggesting that in cases where imbalanced datasets are the only training option, our method offers a viable alternative.
Table 5. Classification results comparison between benchmark, two-class SVM and hybrid SVDD model.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Impervious PA (%)</th>
<th>Impervious UA (%)</th>
<th>Pervious PA (%)</th>
<th>Pervious UA (%)</th>
<th>OA (%)</th>
<th>kappa</th>
<th>No. of pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (210 points)</td>
<td>SVDD benchmark</td>
<td>79.8</td>
<td>56.7</td>
<td>80.1</td>
<td>92.3</td>
<td>80.0</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Hybrid SVDD model</td>
<td>62.6</td>
<td>79.6</td>
<td>94.7</td>
<td>88.5</td>
<td>86.8</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Two-class SVM</td>
<td>87.2</td>
<td>63.6</td>
<td>83.6</td>
<td>95.2</td>
<td>84.5</td>
<td>0.63</td>
</tr>
<tr>
<td>2 (120 points)</td>
<td>SVDD benchmark</td>
<td>79.8</td>
<td>56.7</td>
<td>80.1</td>
<td>92.3</td>
<td>80.0</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Hybrid SVDD model</td>
<td>72.0</td>
<td>70.7</td>
<td>90.2</td>
<td>90.8</td>
<td>85.7</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Two-class SVM</td>
<td>87.0</td>
<td>63.0</td>
<td>83.3</td>
<td>95.1</td>
<td>84.2</td>
<td>0.62</td>
</tr>
<tr>
<td>3 (60 points)</td>
<td>SVDD benchmark</td>
<td>79.8</td>
<td>56.7</td>
<td>80.1</td>
<td>92.3</td>
<td>80.0</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Hybrid SVDD model</td>
<td>61.3</td>
<td>75.1</td>
<td>93.3</td>
<td>88.0</td>
<td>85.4</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Two-class SVM</td>
<td>87.4</td>
<td>61.5</td>
<td>82.1</td>
<td>95.2</td>
<td>83.4</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Figure 3 visually compares the classification result from scenario 2 (120 sample points) using the hybrid SVDD model, the SVDD benchmark method and the two-class SVM with the reference dataset. The hybrid SVDD model provides clearer delineation of the road network, boundaries of the city and suburban area. The baseline SVDD and SVM methods overestimate the impervious coverage by mistakenly classifying many patches in suburban areas into the impervious class.

Figure 4 shows enlargements of difference maps for sites A, B, and C as shown in Figure 3. This figure highlights three locations: one in the downtown area A, one suburban area B and one rural area C. The hybrid SVDD model underestimates the number of impervious pixels in the downtown area of Syracuse and misses some road extensions in suburban areas. However, when compared to the classified images of the other two methods, the hybrid SVDD model seems to have better overall performance in impervious class estimation, which was also reflected in the user’s accuracy estimation of the impervious class in Table 5.

5. Discussion and conclusions

Generating reference data can be tedious since it typically involves substantial human input. Additionally, the generation of reference data from one class is often much easier
than other classes due to different proportions or inaccessibility of some regions (Johnson, Tateishi, and Hoan 2013; Fernández, García, and Herrera 2011). The resultant imbalanced reference data can greatly hinder the performance of many standard classifiers including decision trees, neural networks, and SVMs (Japkowicz and Stephen 2002; Kang and Cho 2006; Waske, Benediktsson, and Sveinsson 2009).

Fernández, García, and Herrera (2011) categorized solutions for imbalanced dataset classification into two types: data sampling and algorithmic modification. Data sampling approaches modify training instances to produce a balanced distribution that allows classifiers to perform similarly to a standard classification, while algorithmic modification methods seek a computational solution, for example adaptation of learning methods, to deal with imbalance issues. Most prior methods focused on solving the issue of data imbalance using techniques that fall into one of these two categories. Waske, Benediktsson, and Sveinsson (2009) resampled imbalanced data and developed a multiple SVM classifier system, which enhanced the accuracy of certain underrepresented land cover types, but at a cost of reducing the overall accuracy and accuracy of the most
of other types. Lee and Lee (2012) developed a hybrid method from an algorithmic standpoint using analysis of variance, fuzzy C-means, and bacterial foraging optimization to do the classification and found it outperformed other classifiers in terms of overall accuracy. Serpico and Bruzzone (1997) proposed a three-phase neural network technique to avoid misrepresentation of minority classes with successful results compared to typical neural network approaches.

Our approach incorporates both data sampling and algorithmic modification for imbalanced dataset classification. We used a stratified sampling strategy by identifying areas of differing density of the less common cover type in generating calibration data, which is believed to be more representative of the population than random sampling from the population. We also imbed iterative classification in our method, an approach first presented by Luo and Mountrakis (2010) for impervious surface extraction. Luo and Mountrakis (2010) designed a hybrid classifier that utilized manipulated results from prior classification levels to enhance accuracy in subsequent classification steps. They also presented a multi-process classification model that consisted of a priori and a posteriori classifiers for impervious surface extraction (Mountrakis and Luo 2011). This study extends these prior studies by designing a new method that iteratively adjusts the hypervolume used to separate the feature space by updating training data and incorporating new knowledge from a partially classified result using multi-temporal dataset. This differs from traditional classification where the training dataset remains constant and the prior work presented by Luo and Mountrakis (2010) who classified single date imagery with neural networks. By incorporating an iterative, multi-spectral approach, our hybrid SVDD method produced 5.5–7% higher overall accuracy than the SVDD benchmark and offers comparable accuracy to the two-class SVM, despite the imbalanced dataset in the hybrid SVDD model. These results suggest that our method offers a viable alternative in cases where imbalanced datasets are the only training option.

We expect our results to be generalizable in other sites for several reasons. First, the manually extracted reference dataset is unusually large for a remote-sensing study (>870,000 points), 1–2 orders of magnitude higher than comparable studies. Additionally, within our study area, we have landscape heterogeneity with a transition from highly urban to rural, varying distributions of vegetation, agriculture and water, and strong topographic variability. Finally, and most importantly, our method reverts back to the traditional SVDD method if it detects inconsistency in the temporal labels or there are a limited number of pixels classified with high accuracy. Waske, Benediktsson, and Sveinsson (2009) found the overall accuracy and specific class accuracies were often compromised when used an imbalanced reference data compared to balanced datasets; our proposed method tackles this issue. Although the different optimization scenarios presented generally demonstrate good overall accuracy using the hybrid SVDD approach, they do suggest that if the imbalance in the total number of reference samples is too high, for example, in scenario 3, the difference in the proportions between the two classes increases. This translates into domination of the larger proportion class with the smaller proportional class losing its representation, which was also highlighted by Fernández, García, and Herrera (2011). Finally, even though not explicitly tested, our study found that the SVDD algorithm was more computationally efficient than the SVM approach, which reflects prior work (Li and Manikopoulos 2004; Senf, Chen, and Zhang 2006; Wu and Ye 2009).
In this paper, the hybrid SVDD model is tested on impervious/pervious classification; future studies could explore other land use/cover class types and the quantity and temporal specificity (e.g., benefits of specific months) of the multi-temporal image selection. Furthermore, other algorithms that share similar conditions with the SVDD could be tested, for example the one-class SVM (OCSVM) proposed by Schölkopf, Burges, and Smola (1999). Also, bootstrapping or cross-validation can also be added into the accuracy assessment process to further test the performance of the developed algorithm. While there are many avenues for future enhancement, this study provides a novel building platform to address the frequent problem of reference dataset imbalance.
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